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ABSTRACT 

Cryptocurrencies have gained tremendous popularity in recent years, with the rise of Bitcoin and other altcoins. However, 

this surge in popularity has also attracted fraudulent activities, such as scams, phishing, and money laundering. Particularly, 

machine learning (ML) algorithms have the potential to detect these fraudulent patterns. However, since in the fraud 

detection (FD) domain labels are scarce and most times very hard to get, traditional supervised ML models cannot be 

applied. Additionally, traditional unsupervised anomaly detection (AD) algorithms, generally, lead to high false positive 

rates. Therefore, this study is intended to explore the feasibility of using AD and active learning (AL) algorithms to uncover 

new fraudulent patterns in cryptocurrency transactions, assuming minimal access to labels. 
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1. INTRODUCTION 

Computing technology has revolutionized ML, making it accessible for identifying opportunities and managing 

risks through data pattern recognition in various industries. The need for effective AD systems in the fraud 

detection domain remains a growing concern, particularly in the cryptocurrency market where digital 

currencies have increased the risk of fraudulent activities. The absence of regulation in this market makes it 

more vulnerable to fraud, resulting in significant losses for companies. Thus, companies must adopt efficient 

strategies for detecting and preventing fraud to avoid bearing the burden of substantial losses. 

Training high-performance supervised classifiers for FD is crucial, but the lack of labeled data makes it 

challenging to train such ML models (Labanca et al., 2022). The process of labeling an entire dataset requires 

a vast sample of manually reviewed transactions, which is often unpractical due to the high costs involved and 

the limited investigative time and budget available for companies (Barata et al., 2021). Thus, an efficient 

mechanism is needed to help analysts focus their investigation on the most relevant transactions with a higher 

probability of being fraudulent and to efficiently uncover increasingly complex and sophisticated fraud 

patterns, given that fraudsters are constantly finding new ways to commit fraudulent activities. 

The absence of labeled data to train supervised classifiers highlights the immense value of combining AD 

and AL techniques to detect anomalies in data, as potentially fraudulent transactions, and iteratively collect 

labels for training supervised ML classifiers. AD algorithms have the potential to alleviate the issue of labeled 

data by flagging unusual or suspicious behaviors and patterns within the data. However, being unsupervised, 

they may result in false positives, given the high-class imbalance and growing sophistication of fraudulent 

behaviors that are becoming more similar to normal patterns. AL has the potential to combine the benefits of 

unsupervised (i.e., exploration) and supervised (i.e., exploitation) methods by iteratively selecting the most 

valuable data to be reviewed and labeled by an oracle from an initial unlabeled pool. In other words, the most 

anomalous transactions are presented to an analyst for review according to an anomalous ranking provided by 

the anomaly detector and after the feedback, the labeled data can be used to train a supervised classifier that 

learns fraud. Thus, the usage of AD in conjunction with AL allows for more efficient utilization of the labeled 

data. 

 



Is intended with this work to assess the feasibility of using AD and AL algorithms to uncover new 

fraudulent patterns in cryptocurrency transactions, assuming minimal access to labels. Thus, the main objective 

is to benchmark different AL setups that use AD algorithms and gain insights on how to improve the 

performance of an anomaly detector, incorporated in an AL process that iteratively gathers labels that would 

allow a supervised model to be trained with only the most informative transactions, thereby, reducing the 

necessary labeling effort. We organize the remainder of the paper as follows. Section 2, presents the main 

concepts related to our work, providing a clear understanding of the topic. Section 3 details the existing 

literature on this subject matter to gain a more comprehensive view of the problem. Finally, in Section 4, the 

main conclusions are discussed. 

2. MAIN CONCEPTS 

2.1 Anomaly Detection 

ML algorithms play a fundamental role in FD by using transactional data to identify fraudulent patterns through 

high-level pattern recognition.  

AD is the process of identifying patterns in data that deviate from the expected normal behavior (Injadat et 

al., 2018). Anomalies are rare occurrences with little to no common characteristics and are not consistent with 

the majority of observations. The primary objective of AD is to create a profile of normal behavior and classify 

a data instance as anomalous if it deviates from this norm (Xuan et al., 2018). Particularly, in transactional 

data, anomalies can detect fraudulent activity by identifying abnormal transactional patterns (Hilal et al., 2022). 

Essentially, anomalies can be categorized in three ways: point anomaly, contextual anomaly, and collective 

anomaly. A point anomaly is when a single data instance deviates from the normal pattern. A contextual 

anomaly is when data instances behave anomalously in a specific context. A collective anomaly is when a 

group of similar instances act anomalously when compared to the whole dataset (Ahmed et al., 2016). Another 

issue to consider is how anomalies are represented in the output. This can be in the form of a score indicating 

the likelihood of a data instance being anomalous or a label assigning each data instance as either normal or 

anomalous (Ahmed et al., 2016). 

Unlike imbalanced classification, AD is an unsupervised learning technique that aims to identify outliers 

in a dataset. Generally, unsupervised AD methods can be divided into four different categories:  

nearest-neighbor, clustering, subspace, and tree-based techniques. Although the primary focus of this work is 

on unsupervised AD techniques, it should be noted that certain approaches incorporate semi-supervised 

discriminators trained to acquire knowledge about the normal instances' boundary. In such scenarios, instances 

that lie outside of the established boundary are considered outliers (Lorenz et al., 2020). 

2.2 Active Learning 

AL is a method that improves ML performance by strategically selecting data for training. We may put queries, 

based on certain heuristics, in form of unlabeled data to be labeled by someone that understands the nature of 

the problem (Settles, 2012). This reduces the number of labels needed for training a supervised classifier by 

iteratively sampling the most informative samples for review from an initial unlabeled pool (Lorenz et al., 

2020). Thus, AL can be considered a specific instance of semi-supervised learning.  

The AL process begins with an initial pool of unlabeled data or only a few labeled instances. The most 

informative samples, from the unlabeled pool, are then selected and labeled by an oracle based on a specific AL 

querying strategy. Further, the labeled samples are moved to the labeled pool and used to train and evaluate 

high-performance supervised ML models. This loop is repeated until a certain number of labels are collected 

(i.e., given a specific budget) or the performance of a supervised ML model trained on a fully labeled dataset is 

achieved. If the performance is still not satisfactory, the querying process continues to incrementally expand the 

labeled pool. It is important to note that the AL process is applied only to the training set of the data. The training 

set is divided into two pools: the unlabeled pool (containing the unlabeled transactions) and the labeled pool 

(containing instances that have already been queried and reviewed by an analyst). The supervised ML model is 

trained on the labeled pool and evaluated on the test set to assess its effectiveness. Therefore, the advantage of 



AL is that we can have a human loop that reviews a set of data instances identified by the anomaly detector  

(e.g., the top 50 most anomalous transactions), and assigns them to the correct class label. So, with less effort, 

we can have a system with similar performance to a supervised baseline. 

3. LITERATURE REVIEW 

3.1 Traditional Approaches for Fraud Detection 

Most of the cryptocurrency FD research often uses ML models applied to the Elliptic dataset, one of the largest 

labeled datasets for any cryptocurrency. The dataset is a graph network of Bitcoin transactions and is highly 

valuable for financial FD and research communities. Supervised machine learning models have proven 

effective in detecting fraudulent transactions. Weber et al. (2019) applied several binary classification methods 

to the Elliptic Dataset and found that Random Forest (RF) was the best-performing model, despite the graph 

structure information suggesting an advantage for graph-based approaches like Graph Convolutional Networks 

(GCN). Alarab et al. (2020) also achieved successful results using an ensemble of supervised learning 

techniques on the Elliptic dataset, outperforming Weber et al. (2019). Particularly, RF is a commonly used 

supervised ML model in cryptocurrency FD research. Studies have shown that RF performs well in classifying 

Ethereum transactions as fraudulent or not (Ostapowicz and Żbikowski, 2019; Ibrahim et al., 2021). A recent 

study by (Melo-Acosta et al., 2017) proposed a new approach using a BRF (Balanced Random Forest), which 

involves iteratively selecting samples from the minority class and constructing a tree-based classifier.  

This approach outperforms traditional supervised methods in both supervised and semi-supervised learning 

through co-training. 

Additionally, a study conducted by Niu et al. (2019) compared supervised and unsupervised ML algorithms 

using an imbalanced credit card dataset. The results, as expected, showed that supervised models outperformed 

unsupervised ones.  

Unsupervised techniques have shown promise in detecting fraudulent transactions, with AD methods 

yielding optimistic and encouraging results and achieving high detection rates. Several studies have highlighted 

the commendable processing speed and detection accuracy of these approaches in the field of financial fraud 

detection (Zengan, 2009; Monamo et al., 2017). As with supervised classifiers, several authors focused on 

benchmarking the performance of several unsupervised AD techniques for FD (Domingues et al., 2018; 

Ounacer et al., 2018). The results revealed that the IF (Isolation Forest) algorithm outperforms all other 

techniques, proving to be an exceptional method for identifying outliers, even on large datasets. Additionally, 

some studies have even demonstrated the efficacy of AD techniques in uncovering fraudulent transaction 

patterns that were previously undetected or missed by conventional rule-based systems (Zengan, 2009). 

While AD algorithms have shown promising results, their real-world effectiveness is still in question. 

Testing on a real-world Bitcoin dataset Lorenz et al. (2020) showed high false positive rates, highlighting the 

limitations of relying on synthetic anomalous data. Criminals can imitate normal behavior, making it harder to 

identify fraud. Therefore, solely relying on AD algorithms without human analyst review can lead to high false 

positive rates and may not be practical in real-world applications. 

3.2 Anomaly Detection with Active Learning 

Studies on financial systems are limited, but valuable insights have been provided. Particularly, combining 

unsupervised AD and supervised query strategies is advocated as a means of improving the AL process. AD 

algorithms have limitations in detecting fraudulent transactions, with slow identification and high false positive 

rates. Common supervised AL policies include uncertainty sampling, query-by-committee, and expected model 

change. Uncertainty sampling selects samples with the highest uncertainty based on the classifier's confidence 

in its prediction (i.e., the transaction with the predicted probability closest to 0.5) (Sharma and Bilgic, 2017). 

Query-by-committee employs a committee of multiple learners and leverages the disagreement among 

classifiers to make a decision (Kee et al., 2018). Finally, expected model change chooses the instances that 

would result in the maximum change of the current model when queried (Cai et al., 2017). 



Labanca et al. (2022) proposed a framework that ranks anomalous data using unsupervised AD methods 

and trains supervised models on domain experts' feedback using two AL strategies. The authors emphasized 

the importance of aggregating transactions for capturing correlations and found that IF and RF were the  

best-performing ML models with high detection rates. Other studies have also contributed to the literature by 

designing multi-stage AL labeling policies (Lorenz et al., 2020; Barata et al., 2021), which initially apply 

unsupervised AD algorithms to rank the most anomalous transactions for review before switching to supervised 

AL policies. Barata et al. (2021) proposed an intermediate stage using ODAL as a warm-up learner, which 

efficiently alleviated the cold start scenario with high-class imbalance. Both studies found that switching to 

supervised learners improved the models’ performance, with Lorenz et al. (2020) achieving promising results 

by matching the performance of a supervised baseline using just 5% of the labels. Lastly, Carcillo et al. (2017) 

developed strategies to handle high-class imbalance in streaming credit card FD scenarios. They evaluated 

different AL strategies and found that combining the baseline strategy of only querying high-risk transactions 

with Stochastic Semi-supervised learning resulted in higher fraud detection rates. This being said, an effective 

AL strategy for AD requires proper tuning. 

4. DISCUSSION 

Most literature shows that AD methods often underperform in the AL process, leading to suboptimal 

performance. The slow identification of fraudulent transactions in the unlabeled pool is the primary reason for 

this. One solution is to switch to a supervised hot learner after a threshold or combine unsupervised and 

supervised techniques to select the most informative transactions for querying. However, it's unclear if 

enhancing the anomaly detector's performance in an AL setup would lead to better results. If it can detect more 

fraudulent transactions in earlier iterations, it may improve the overall model performance. 

We aim to improve the anomaly detectors’ performance by benchmarking different AL setups on the 

Elliptic Dataset. Similarly, to Lorenz et al. (2020) we will use unsupervised and supervised AL strategies 

depending on the number of illicit transactions in the labeled pool (i.e., when a certain threshold occurs, we 

either switch from an unsupervised warmup learner to a supervised hot-learner or continue to use the 

unsupervised learner). The goal is to improve AD algorithm performance in the early stages by considering the 

intrinsic characteristics of the Bitcoin transaction network. Given the possibility that illicit transactions are 

often connected to other illicit transactions in the network, it is possible to leverage this information by 

combining it with the anomaly scores produced by the anomaly detector. We propose to investigate this, by 

benchmarking each AL setup against a supervised baseline. 

5. CONCLUSION 

The present article delves into the significant challenges posed by traditional ML approaches in detecting 

financial fraud using cryptocurrencies. To address these issues, a combination of AD and AL algorithms is 

proposed. The proposed approach aims to simulate a typical real-life scenario where a limited number of labels 

can be acquired through manual annotation by experts. By incorporating the intrinsic characteristics of the 

Bitcoin transaction network and graph information, the article proposes to investigate how the performance of 

the anomaly detector can be enhanced in an AL setup, leading to better results. The proposed approach has the 

potential to significantly improve the accuracy of the FD system while minimizing the need for labeled data. 

Furthermore, it can enable financial institutions to detect fraud in real-time, preventing monetary losses and 

ensuring customer safety. 
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